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Metric Conversion Table

SYMBOL WHEN YOU KNOW MULTIPLY BY TO FIND SYMBOL 

LENGTH 

in inches 25.4 millimeters mm 

ft feet 0.305 meters m 

yd yards 0.914 meters m 

mi miles 1.61 kilometers km 

VOLUME 

fl oz fluid ounces 29.57 milliliters mL 

gal gallons 3.785 liters L 

ft3 cubic feet 0.028 cubic meters m3 

yd3 cubic yards 0.765 cubic meters m3 

NOTE: volumes greater than 1000 L shall be shown in m3 

MASS 

oz ounces 28.35 grams g 

lb pounds 0.454 kilograms kg 

T short tons (2000 lb) 0.907 
megagrams 

(or "metric ton") 
Mg (or "t") 

TEMPERATURE (exact degrees) 

oF Fahrenheit 
5 (F-32)/9 

or (F-32)/1.8 
Celsius oC 
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Abstract
This report describes the state of the practice in the use of emerging data 
science tools and methodologies among U.S. transit agencies. It identifies 
commonalities in the tools and methods being used, as well as in the types 
of problems that agencies are seeking to solve using increasingly advanced 
data science approaches. The report also summarizes common challenges, 
opportunities, issues, and potential solutions among agencies that appear 
at the forefront in investing in emerging data science capabilities. Finally, the 
report outlines key factors and considerations for the further adoption of 
emerging data science practices and tools within the U.S. domestic transit 
industry.
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Executive Summary
Public transportation providers in the United States collect a large volume 
of data through their daily operations, particularly through Intelligent 
Transportation Systems (ITS) technologies such as Automatic Vehicle Locators, 
Automatic Passenger Counters, and Automatic Fare Collection equipment. 
Transit agency staff are increasingly interested in leveraging these data to 
provide insights to enhance their understanding of community needs and 
improve planning, operations, and safety and are turning to data science for 
answers. However, data science is a relatively new field in public transportation, 
and agencies are still exploring its relevance and potential. 

This report discusses practical opportunities for the use of data science 
in public transportation. The study identifies common tools and methods 
and the types of problems agencies are seeking to solve using increasingly 
advanced data science approaches. It also summarizes common challenges, 
opportunities, issues, and potential solutions among agencies that appear at 
the forefront in investing in emerging data science capabilities and outlines key 
factors and considerations for further adoption.

Through a literature review and interviews with transit agencies, the authors 
identified examples of advanced and emerging and data science, including 
applications to support:

• Asset health monitoring and predictive maintenance
• Occupant counting and monitoring
• Improving operational efficiency and information availability
• Planning, scheduling, and performance management

Many emerging applications focus more on data hygiene, management, and 
integration than on applying the latest cutting-edge analysis methodologies, 
although the agencies interviewed offered examples of targeted, problem-
focused pilots and initial deployments of applications leveraging machine 
learning, computer vision, and other innovative tools.

A key finding of this study relates to critical factors in the adoption of expanded 
data analytics, including knowledgeable staff, effective data hygiene and data 
integration as a precursor to advanced analysis, and access to qualified vendors 
for assistance.
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Introduction
Motivation
Over the past several decades, public and private sector business have achieved 
greater access to data and information through data science technologies 
and methods. Companies in many sectors use data science to form theories, 
test hypotheses, find patterns, make predictions, and visualize new insights. 
Public transportation providers now generate broader and deeper data from 
their Intelligent Transportation Systems (ITS) technologies. Data generated 
by systems such as Automatic Vehicle Location (AVL), Automatic Passenger 
Counting (APC), Automated Fare Collection (AFC), and others can yield new 
information, enhance planning and management, and support data-driven 
decision making.1 Agency staff can also use these datasets to perform 
exploratory analysis and obtain insights. Transit agencies have expressed 
interest in applications of open data and the potential benefits of data fusion 
and data mining, video information, freeform text analysis, and other emerging 
data sources and analysis methods. However, obtaining and managing data can 
present obstacles to taking full advantage of these new opportunities. 

Prior research on this topic, including an ITS America report, noted that “the 
Transit Industry is not fully using the data it collects and is not yet positioned 
to expand its use in a future of ubiquitous data including Big Data, Smart Cities, 
and Connected Vehicles and Infrastructure” (1). As interest in data science and 
related fields—big data, artificial intelligence, and machine learning—grows, so 
has the hype surrounding them. 

This report identifies and explores practical opportunities in these fields for 
public transportation while acknowledging where expectations may be inflated 
or beyond current capabilities. It aims to enhance transit agency awareness 
of the range of data science methods in use by peer organizations and data 
analytics practices from other fields that could address public transportation 
challenges. 

The focus of this report is especially important given the impact of the COVID-19 
pandemic on public transportation. Although transit’s path during and after the 
pandemic is in flux, technologies such as advanced sensing, new data sources, 
and modeling/simulation hold potential to help public transportation reinvent 
and transform itself after the pandemic (2).

1 See Intelligent Transportation Systems Joint Program Office, ITS ePrimer (https://www.pcb.its.dot.
gov/eprimer/module7.aspx) and accompanying fact sheets (https://www.pcb.its.dot.gov/factsheets/
default.aspx) for overviews of AVL, APC, and AFC data.

https://www.pcb.its.dot.gov/eprimer/module7.aspx
https://www.pcb.its.dot.gov/eprimer/module7.aspx
https://www.pcb.its.dot.gov/factsheets/default.aspx
https://www.pcb.its.dot.gov/factsheets/default.aspx
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Purpose and Scope
This report describes the state of the practice of emerging data science tools 
and methodologies among U.S. transit agencies. It identifies common tools and 
methods and common problems that advanced data science approaches can 
help address. The report also summarizes challenges, opportunities, issues, and 
potential solutions among agencies on the forefront of emerging data science. 
Finally, the report outlines key factors and considerations for the further 
adoption of emerging data science practices and tools within the U.S. domestic 
transit industry.

This report uses the terms “emerging” data science and “advanced” data science 
as broad and subjective terms with the intention of differentiating the forefront 
of data science approaches in transit from more conventional practices. 

What is Data Science?
Data science is a field of practice involving the extraction of insights from ever-
expanding volumes of data (3). Early mentions of data science as a field date to 
the 1960s, although observations even as recent as 2015 acknowledge that no 
consensus yet exists on what precisely constitutes data science (4).

Recognizing the range definitions and an array of risks that stem from this lack 
of agreement or consistency, Fayyad and Hamutcu (2020) proposed a working 
definition based on a review of academic literature and a decomposition of the 
most common elements—“using data to achieve specified goals by designing or 
applying computational methods for inference or prediction.” They also further 
define terms embedded in this definition, as shown in Table 1-1.

Table 1-1 Additional Terms Embedded in Data Science Definition 

Term Definition 

Achieving 
Specified Goals

Depending on the domain and context, can mean exploration, discovery, decision-making, prediction, 
optimization, or similar objectives and tasks. This is very much related to the scientific method for 
building knowledge from observations.

Designing or 
Applying

Means that activities such as designing, understanding, or examining inference methods (e.g., the 
study of learning from data in machine learning [ML]) or applying methods in a particular problem 
context (e.g., using statistical analysis or inference methods) are included as data science activities.

Computational 
Methods

Refers to using computers either to directly conduct a search or to aid a human in formulating or 
optimizing a model; for example, the search can be for a model, a structure, or an explanation and 
can be achieved through a variety of techniques from many fields, including analytical, statistical, or 
machine learning tools and techniques.

Inference or 
Prediction

Inference can be conducted algorithmically; this includes automated formulation of hypotheses, 
automated exploration of definitions of new attributes or representations, and so on. Prediction 
includes the cases where the goal is just to produce an optimized predictive model without 
necessarily gaining insights into how it works; for example, in deep learning when the goal is to 
achieve a certain level of performance on the predictive model output.

Data Can be structured or unstructured. Achieving goals or getting computational inference methods to 
work on data often require related tasks such as data cleaning or transformation.

Source: Fayyad and Hamatcu (2020)
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Although other definitions of data science exist (many of them reviewed by 
Fayyad and Hamutcu [2020]), this study does not aim to choose among them or 
propose a novel definition. Instead, the study team used this working definition 
as a starting point to guide its literature review and interviews with transit 
agencies. The team also expanded on this definition with examples of specific 
methods, applications, and other defining characteristics.

What are Some Conventional Uses of Transit Data?
As noted, many agencies have sought to harness their AVL, APC, and AFC data 
through Business Intelligence (BI) tools that convey information about the past 
and the present. Transit agencies have created performance scorecards and 
dashboards for both internal and external audiences. These data tools provide 
key performance indicators and summarize agency performance in areas 
such as safety, on-time arrivals, vehicle reliability, and other data collected by 
agencies. These BI tools typically communicate information using descriptive 
statistics such as time series plots and color-coded charts indicating whether an 
aspect of service is meeting an agency’s performance standard.2 

What Makes Data Science “Advanced” or “Emerging”?
The section above outlines a working definition of data science to inform the 
scope of this study, which also sought to identify the most progressive practices 
in the use of data science by U.S. transit agencies. The terms “emerging” 
and “advanced” are subjective, meant to characterize data science practices 
and methods within the transit industry, not necessarily compared to other 
fields. Many of the practices identified in this report may already be common 
in other fields, even as they are just being adopted into the transit industry 
today. Moreover, this report uses both terms without implying judgment as to 
what practices agencies should employ, but rather to highlight the novelty and 
sophistication of practices relative to one another. 

This report’s “Summary of Observations and Issues” summarizes transit agency 
input on what constitutes “emerging” or “advanced” in the context of their data 
science work. The project team also proposed an upfront and hypothetical set 
of distinguishing characteristics to guide its initial research, outlined in Table 
1-2.

2 For examples of performance scorecards, see https://www.transitchicago.com/performance/, 
https://www.wmata.com/about/records/scorecard/index.cfm, https://www.soundtransit.org/ride-
with-us/system-performance-tracker.

https://www.transitchicago.com/performance/
https://www.wmata.com/about/records/scorecard/index.cfm
https://www.soundtransit.org/ride-with-us/system-performance-tracker
https://www.soundtransit.org/ride-with-us/system-performance-tracker
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Table 1-2 Proposed Distinguishing Characteristics of “Emerging” and “Advanced” Data Science in Contrast 
to “Typical” or “Routine” Data Science 

“Advanced” or “Emerging” “Typical” or “Routine”
Predictive Descriptive

Automated processing/review/monitoring Manual processing/review/monitoring
Learning – algorithm develops and applies rules 

based on data and training processes 
Explicit programming – software developers build 

business rules based on preexisting knowledge
Higher volume and/or velocity Lower volume and/or velocity

Unexpected purpose / exploratory Pre-defined purpose / production
20% resources on design; 80% on data analysis 80% on design; 20% on data analysis

Majority of dollars on data analysis Majority of dollars on hardware & software
Consider processed data as disposable Tight data model; strict access controls

Many people with access to data Small number of people with access to data
Dynamic models Static models

Adapted from Guidebook for Managing Data from Emerging Technologies for Transportation (5)

Other Considerations 
The project team outlined several additional considerations and criteria 
to guide its market study, including identifying examples and agencies to 
interview, informed by a broad review of literature on prevailing practices in 
data science (not confined to transit applications). Although it applied this 
approach loosely, the team generally considered an application or example as 
“of interest” or “within scope” if it aligned with two or more of the criteria, as 
outlined in Table 1-3. 

Table 1-3 Additional Considerations in Identifying Examples of “Emerging” Data Science

General Consideration Specific Questions, Criteria, Considerations

Nature of Problem  
Being Solved

•	 Is the agency trying to solve problems for which existing solutions require a lot of fine 
tuning or long lists of rules?

•	 Is the agency trying to solve problems for which a traditional approach yields no good
solution?

•	 Is the agency trying to gain insights on complex problems using large amounts of data,
such as sensor data or cell phone data?

•	 Is the agency trying to streamline processes that currently require extensive manual/
human effort?

•	 Is the agency trying to identify problems/conditions in real-time?

Technology/ 
Methodology in Use

•	Machine Learning/Deep Learning (including Supervised, Unsupervised, Reinforcement)
and specific sub-methods, e.g., decision trees, random forest, support vector machines

•	 Artificial Neural Networks/Deep Neural Networks
•	 Data Fusion
•	 Advanced Sensing
•	 Digital Twins
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General Consideration Specific Questions, Criteria, Considerations

Capability Enabled

•	 Predicting ridership, revenue, or other performance information
•	 Detecting fraud or anomalies in business operations
•	 Segmenting customers to learn about current demand or future customers
•	 Creating chatbot or personal assistant
•	 Natural language processing or other examples of freeform text analysis
•	Working with speech recognition or facial recognition
•	 Simulation and modeling
•	 Route and Schedule Optimization

Nature and Type of 
Data Used

•	 Big/Real-Time Data (as opposed to historical/static)
•	 Streams of data (as opposed to static repository)
•	 Integration between multiple sources
•	 Image/video
•	 Unstructured text/audio
•	 Categorical/numerical (particularly if in combination with additional characteristic

above)

Limitations and Related Topics
This report focuses on opportunities and practical considerations; it does not 
cover more general concepts in data science and ancillary fields, including 
foundational advances in data collection and sharing, computing, statistics, and 
other technical fields; the expanding availability, affordability, and scalability 
of storage and cloud computing resources; and the increasing sophistication 
of analytical approaches that leverage them (e.g., machine learning and deep 
learning). The following subsection provides an overview of key concepts and 
terms that underly applications described later in the report as context. 

Several related resources offer deeper and more detailed technical information 
on these topics:

• Policy Brief: Leveraging Big Data in the Public Transportation Industry (6)
• Guidebook for Managing Data from Emerging Technologies for

Transportation (5)
• Data Sharing Guidance for Public Transit Agencies – Now and in the Future (7)
• The Transit Analyst Toolbox: Analysis and Approaches for Reporting,

Communicating, and Examining Transit Data (8)
• Objective-Driven Data Sharing for Transit Agencies in Mobility Partnerships (9)
• Big Data in Public Transportation: A Review of Sources and Methods (10)

Summary of Key Terms and Concepts
This section summarizes key concepts and terms relevant to emerging data 
science in public transportation. Many of these terms do not have universally 
agreed-upon definitions. Although this section presents common themes and 
representative definitions, they may not be comprehensive. Moreover, this 
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section covers only terms and concepts referenced in later sections. The terms 
come in two broad categories:

• Foundational Terms and Concepts – Tools, resources, and methodologies
that underly advances in data science.

• Application Areas and Examples – Categories of capabilities and tools
enabled by many of the foundational concepts and other elements of
advanced data science.

Foundational Terms and Concepts
Data
Many of the capabilities described later in this report define data broadly. 
Although a traditional definition of data is “characteristics or information, 
usually numerical, that are collected through observation,” emerging data 
science capabilities treat data as any information represented in a numerical 
form, not just information conventionally observed in numerical form, such as 
survey results or experimental measurements (11). Images, both still and video, 
are data, as are audio records; numerical terms can describe pixel orientation/
color, sound waves, and text.

Data can vary in other dimensions. Data collection can occur continuously and 
in real-time or in short, finite windows. They can be highly structured (e.g., 
measuring the on-time performance of a train) or unstructured (e.g., a collection 
of documents or images). They can also represent samples (e.g., a subset of 
passengers issued a survey) or populations (e.g., farecard timestamps from all 
passengers entering and exiting a subway system).

In its policy brief Leveraging Big Data in the Public Transportation Industry, 
the American Public Transportation Association (APTA) lists an array of data 
sources collected regularly by transit agencies, including data entered manually 
by agency personnel such as time tracking, absenteeism rates, and safety 
incidents, in addition to the APC, AVL, and AFC sources cited earlier (6).

Cloud Computing
Cloud computing is a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources (e.g., 
networks, servers, storage, applications, and services). Instead of using a fixed 
amount of computing power or storage provided by onsite hardware (i.e., 
computers and servers), cloud computing enables a user to access flexible 
levels of computing and storage resources over a network, allowing for rapid 
scaling with minimal management effort or service provider interaction. 
These characteristics mean that users requiring significant or varying levels 
of computing or storage resources can purchase them through a provider 
instead of paying directly for the underlying assets such as hardware, software, 
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and networks. This is significant in the context of advanced data science 
methodologies, which increasingly rely on large datasets and high-performance 
processing. Transit agencies surveyed on their use of emerging data sources 
cited the importance of cloud computing resources to sharing and analyzing 
complex, large, and high-velocity datasets (6). That said, the cost-effectiveness 
of cloud computing relative to local computing and storage resources depends 
on the use case and agency. 

Machine Learning 
Computer science pioneer Arthur Samuel first defined machine learning in 
1959 as “the field of study that gives computers the ability to learn without 
explicitly being programmed” (12). Generally considered to be a sub-domain of 
the field of artificial intelligence, machine learning swaps traditional computer 
programming—whereby software engineers write specific instructions for a 
computer to follow—with a process that allows the computer to program itself 
through experience. A computer is exposed to data and identifies patterns or 
makes predictions based on a model chosen and adjusted by programmers. The 
programmers then use a subset of the original data, set aside and not used for 
training, to test the accuracy of the resulting model (13). 

Machine learning allows software to identify patterns in data without being 
programmed with explicit rules for how to detect patterns. Although the 
concept of machine learning has existed for decades, recent advances in data 
availability and the power, affordability, and scalability of computing and 
storage resources has accelerated its development and practical use.

Data and Multisource Information Fusion/Integration
Data and information fusion involve combining and integrating multiple sources 
and types of data to yield more specific or comprehensive insights (14). Fused 
datasets typically take on novel or new characteristics relative to the datasets 
used to compose them. Although data fusion originated with respect to sensor 
data, the concept has expanded to include a variety of data and information 
sources and types. 

Many of the applications described later in this report integrate data from 
different sources. For example, a transit agency may use a combination of 
fare payment, vehicle location, schedule, boarding/alighting, and broader 
environmental (e.g., weather, traffic) data to assess demand patterns.3 Data 
fusion is often a foundational step that precedes data analysis and may include 
aligning data along spatial and temporal dimensions, which can be difficult and 
time-consuming, particularly when the data come in different formats and from 
different sources. 

3 Although in certain fields and contexts distinctions exist between data fusion and data integration, 
for the purposes of this report the concepts are used interchangeably.
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Data fusion can both leverage and enable machine learning. Applications 
with high data variety, volume, and velocity can benefit greatly from machine 
learning capabilities. Machine learning can also serve as a foundational tool 
to conduct data fusion, creating complex and extensive datasets that may 
challenge more conventional statistical analysis approaches (15). 

Application Areas and Examples
Computer Vision
Computer vision involves extracting meaning from still or video images. Modern 
computer vision applications rely extensively on machine learning methods, 
commonly involving a process of supervised learning, whereby computer 
scientists and engineers train algorithms using a series of images labelled with 
objects or features of interest (16). Machine learning algorithms use this labelled 
training data to identify common features of interest, developing the ability to 
identify those same features in new, unlabeled images. 

Computer vision has been applied in a range of fields that rely upon image-
based information, including medical imaging, security, and social media. In 
transportation, computer vision is a central component of emerging Automated 
Driving Systems but also has applications in video-based infrastructure 
inspection, transportation operations, and security, among other areas (17). 

Natural Language Processing
Natural language processing, or NLP, trains computational models to interpret, 
extract meaning from, and generate human language (18). Elements of NLP 
include identifying and determining meaningful components of words, 
extracting information from phrases, and retrieving or generating new 
information. Natural language processing underpins many common consumer-
facing applications, including smart assistants, chatbots, and search engines. 
Professional disciplines like medicine also employ NLP, for example, to assist 
doctors in extracting meaningful information from vast volumes of text, such as 
medical records and clinical guidelines (19). 

Digital Twins
The combination of advanced sensing, data fusion and integration capabilities, 
and analysis methodologies have enabled a new class of models called digital 
twins, capable of producing a detailed, real-time picture of an entire system’s 
performance and conduction. Digital twins combine real-time and historic data 
from available sensors, transducers, communication systems, processors, and 
remote terminals that are increasingly built into transit assets. Technology 
providers suggest that, by allowing for real-time modeling of asset condition 
and performance, digital twins may enable more effective and efficient asset 
maintenance and repairs while minimizing equipment or route downtime. 
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Vendors have begun to offer transit-focused digital twin systems; however, the 
use of digital twins in transit remains in an emerging stage. In-use examples 
in the literature were largely limited to transportation planning applications, 
although numerous sources also identified the potential for digital twins to 
assist in operating and maintaining rail networks (20, 21, 22, 23).
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Methodology
Literature Review 
The project team reviewed the literature to identify emerging and advanced data 
science methods and practices that could address the needs of transit agencies. 
The review included technologies and methods both within and outside the 
transit industry. It emphasized applied techniques and included examples both 
developed in-house by transit agencies and developed by contractors, vendors, 
and other private partners and academia. 

The review began with a survey of the Transportation Research Board (TRB) 
Transportation International Documentation (TRID) database, using an initial set 
of key search terms and select committees of interest (Table 2-1 and Table 2-2). 
The project team then expanded its list of key search terms from the initial set. 
The team also reviewed materials from recent conferences and workshops, as 
well as project websites of recent recipients of innovation-oriented FTA grants 
(e.g., Mobility on Demand [MOD], Integrated Mobility Integration [IMI], and 
Accelerating Innovative Mobility [AIM]).

The project team performed a general internet search for examples of advanced 
data science in transit using the previously identified search terms. Sources 
included news articles, press releases, presentations, transit research groups, 
and industry reports. The team conducted an additional internet search, 
specifically targeting examples of advanced data science outside of transit that 
could potentially benefit transit agencies. This search included examples from 
road, rail, aviation, freight, and private industry. 

Table 2-1 TRB Committee Materials Reviewed

Transit Research Analysis Committee

Artificial Intelligence (AI) and Advanced Computing

Emerging and Innovative Public Transport and Technologies

Intelligent Transportation Systems

Information Systems and Technology

Standing Committee on Transit Data

Standing Committee on Bus Transit Systems

Standing Committee on Transit Management and Performance

Standing Committee on Rural, Intercity Bus, and Specialized Transportation

https://www.mytrb.org/OnlineDirectory/Committee/Details/3036
https://sites.google.com/view/trbaed50/
https://www.mytrb.org/CommitteeDetails.aspx?CMTID=1174
https://www.mytrb.org/CommitteeDetails.aspx?CMTID=2074
https://www.mytrb.org/CommitteeDetails.aspx?CMTID=2067
https://www.mytrb.org/OnlineDirectory/Committee/Details/6433
https://www.mytrb.org/OnlineDirectory/Committee/Details/6305
https://www.mytrb.org/OnlineDirectory/Committee/Details/1155
https://www.mytrb.org/OnlineDirectory/Committee/Details/1161


FEDERAL TRANSIT ADMINISTRATION  12

SECTION  |  2 

Table 2-2 Key Search Terms

Key Search Terms
•	 Artificial Intelligence
•	Machine Learning
•	 Decision Trees
•	 Decision Making
•	Mathematical Models
•	 Random Forest
•	 Decision Support Systems
•	 Case Studies
•	 Support Vector Machines
•	 Data Analysis
•	 Payment
•	 Linear/Logistic Regression
•	 Text/Textual Analysis
•	 Detecting Fraud/Anomalies

•	 Clustering Algorithms
•	 Natural Language Processing 
•	 Segmenting (Customers/Riders/Users)
•	 K-Means
•	 Flagging Content
•	 Demand
•	 Neural Networks
•	 Predictive Analytics
•	 Chatbot/Personal Assistant
•	 Digital Twins
•	 Predicting (Ridership/Revenue Performance)
•	 Classification Algorithms

Interviews 
The team interviewed two separate groups of transit agencies using separate 
questions. The first group comprised seven transit agencies and one partnering 
transit lab and focused on agencies conducting innovative data science work 
(see Table 2-3 for overview of agency characteristics). Through these interviews, 
the team learned about these agencies’ current and planned activities and 
observed factors affecting their ability to invest in and adopt emerging data 
science capabilities. Agencies in this group generally covered medium to large 
metropolitan areas in different regions across the United States. The team 
identified these agencies through a combination of existing FTA grant awards, 
participation in relevant TRB committees and APTA projects, examples identified 
from the literature, and recommendations from prior interviews.

Table 2-3 Range of Agency and Service Characteristics Covered Through Round 1 Interviews

Characteristic Range Covered Through Interviews

Service Types Heavy Rail, Light Rail, Bus, Demand Response, Bus Rapid 
Transit, Ferry, Commuter Rail, Hybrid Rail

Annual Passenger Miles of Travel (2019) Over 300 million to multiple billions
Annual Unlinked Passenger Trips (2019) Over 70 million to multiple billions
Service Area Population (2019) Between 1 and 10 million 
FTA Regions 6 FTA regions represented
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Characteristic Range Covered Through Interviews

Topics Covered

•	 Interviewee definition of emerging data science
•	 Relevant project/application examples, including:

 - Data used
 - Tools/techniques leveraged
 - Project origins, motivations
 - Goals/expected outcomes of project/application

•	 Resources, partners, and expertise leveraged
•	 Interactions with other agencies (to learn and/or share)
•	 Future work in emerging data science
•	 Recommendations for further research/interviews

The team also conducted discussions with four agencies that expressed an in-
terest in emerging data science practices through prior innovative work, using a 
separate set of a discussion questions (see Table 2-4). 

Table 2-4 Range of Agency and Service Characteristics Covered Through Round 2 Interviews

Characteristic Range Covered Through Interviews

Service Types Demand Response, Bus, Bus Rapid Transit, Vanpool, Ferry, 
Streetcar, Trolleybus

Annual Passenger Miles of Travel (2019) Between 10 and 800 million
Annual Unlinked Passenger Trips (2019) Between 3 and 200 million
Service Area Population (2019) Between 200,000 and 2.5 million 
FTA Regions 4 FTA regions represented

Topics Covered

•	 Interviewee definition of emerging data science
•	 Potential areas for emerging data science to benefit

agency/areas of interest
•	 Sources of information, guidance, inspiration, new ideas

for investing in data science capabilities
•	Overview of in-house data capabilities/expertise
•	 Experience working with data science-focused vendors
•	Most significant factor influencing agency investments in

data science
•	 Information or resources that would be helpful

The project team received guidance from FTA staff in selecting the agencies 
interviewed in both groups. The project team agreed not to identify the agen-
cies interviewed or associate them with their observations to encourage candid 
dialogue. Any references to specific agencies, examples, or systems in this 
report are based on literature review findings and not the interviews.
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Key Findings 
Transit Applications in Use Today
Through its interviews and literature review, the project team identified a range 
of emerging data science practices and applications that transit agencies are 
using; this section summarizes several of the more prevalent examples. The 
team found a wide variety of emerging data science applications using AVL, APC, 
AFC, vehicle diagnostics, Location-Based Services (LBS) data, and dispatch and 
operations data. However, it also identified a gap between an extensive body 
of hypothetical examples presented in the academic literature, particularly 
examples of machine learning and artificial intelligence applied to the transit 
domain and more limited real-world applications. This gap suggests that 
academia remains a robust source of new ideas and methodologies. However, 
academic proposals and partnerships geared towards the practical realities of 
U.S. transit agencies could improve technology transfer.

Asset Health Monitoring and Predictive Maintenance 
Several agencies interviewed are either using or planning to use emerging 
technology and machine learning algorithms to monitor the health of their 
assets. At the time this research was conducted (2020–2021), the technology 
appears to be limited to vehicle maintenance; however, it is plausible that this 
scope will expand to include other transit assets (24). Several domestic transit 
agencies mentioned their adoption of software that uses existing telematics 
(an interdisciplinary field that encompasses telecommunications, vehicular 
technologies, electrical engineering, and computer science) along with machine 
learning to identify when a vehicle is likely to need maintenance. The tool 
monitors emissions, accelerometer and location data, and previous repair 
histories to estimate remaining time before a repair is needed. A dashboard 
provides advance warnings, aiding agencies in scheduling maintenance, 
improving efficiency, and helping to prevent vehicle breakdowns (25, 26). APTA 
cites similar examples of transit agencies leveraging predictive modeling to 
anticipate bus breakdowns (6). The Utah Transit Authority also reports using 
radio-frequency identification (RFID) tags to monitor and predict maintenance 
needs on major components on its railcars. These tags enable the agency to 
gather data on how long and how frequently these vehicles and components are 
in operation (27).

Several additional examples of emerging asset health monitoring techniques 
exist outside of transit but are potentially transferrable. Many of these examples 
come from heavy rail, which shares characteristics with transit and could 
serve as a testing ground for new and emerging technologies. For example, 
the Federal Railroad Administration (FRA) has sponsored research into 
using computer vision-based approaches to automate rail inspections (28). 
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Additionally, private sector companies have for some time leveraged advanced 
sensing and machine learning to predict vehicle maintenance needs, including 
in delivery vehicles and airplanes (29, 30, 31, 32). The concept of digital twins, 
discussed earlier, has been particularly emergent with respect to vehicle and 
transportation system maintenance, including as applied to commercial fleet 
vehicles and aircraft.

Occupant Counting and Monitoring 
Transit agencies are using various methods—some emerging or advanced—to 
monitor ridership and rider behaviors. Transit agencies have traditionally used 
manual methods for measuring ridership to conduct route planning, reporting, 
and performance measurement. Now, automated and real-time sources offer 
new opportunities, including tracking ridership changes, predicting demand, 
and ensuring passenger safety. Real-time onboard crowding information 
has become particularly useful during the COVID-19 pandemic. For example, 
agencies have adapted onboard camera systems to automatically track 
ridership levels and determine whether riders are social distancing during the 
COVID-19 pandemic (33).

Several of the interviewed agencies mentioned obtaining accurate 
passenger counts as a challenge, both for performance measurement and for 
communicating crowding conditions to passengers; agencies cited a range 
of factors, including accuracy and reliability of APCs. One of the agencies 
interviewed has applied a machine learning algorithm to onboard video 
footage to verify the accuracy of their APC systems. The agency uses these 
data to produce regular ridership updates. Other similar examples are available 
in the literature, including Miami-Dade County Transit’s use of a computer 
vision-based system to monitor for passenger crowding and the Metropolitan 
Transportation Authority Long Island Rail Road’s use of APCs, train car weight 
sensors, and computer vision-enabled cameras (34, 35).

Emerging data science approaches have also enabled agencies to better 
understand passenger movements and crowding in subway stations. One 
example in the literature describes integrating rail network and station 
circulation simulation models with vehicle location, passenger boarding, and 
fare payment data to regularly monitor station crowding conditions (36). One 
agency interviewed partnered with a private vendor to deploy sensors in two 
of its stations to augment and validate existing measurements of real-time 
crowding and origin-destination flows within stations. However, the agency 
noted challenges in using the resulting data for certain purposes. Although the 
system was helpful for understanding passenger movements within stations, 
it was less effective in measuring activities such as fare evasion. The agency 
noted that the system would likely be cost-prohibitive to deploy fully across 
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other stations, but it identified more targeted uses such as assisting in station 
redesigns. 

Operational Tools
Several transit agencies are using emerging data science methods and tools to 
improve their day-to-day operations, particularly to improve service reliability 
and transparency to both customers and personnel. Whereas some of these 
examples involve the use of advanced data science methods (e.g., machine 
learning), others exhibit more fundamental approaches (e.g., data integration 
and sharing) that are noteworthy for the capabilities they enable.

Bus Arrival Prediction – One transit agency described its efforts to better 
predict bus arrival times with machine learning, leveraging the availability of 
General Transit Feed Specification (GTFS) real-time data and other sources. Its 
modelling effort considers historic data on travel times between stops and data 
on environmental conditions such as traffic and weather. The project is being 
developed in-house, based on the work of an international peer agency (37).

Operations and Dispatch Tools – Several agencies mentioned examples of 
operational tools that integrate data from multiple sources into a combined 
platform, facilitating easier and faster access to and sharing of information and, 
in some cases, novel optimization tools. Agencies described these examples 
as “emerging” because of the non-trivial nature of integrating multiple sources 
of historic and real-time data and presenting those data to users in an intuitive 
manner. For example, one agency described its mobile dispatch application 
that integrated and presented data to bus dispatchers in a user-friendly format, 
allowing it to replace paper-based processes. In discussing this application, one 
agency representative commented that “What is advanced about [our agency’s] 
use of data science is not the technical methods used, but what occurs around 
the data science,” and “…advanced prediction algorithms are not valuable if 
they present information in ways that are not useful to the users.” 

Many private dashboard tools also advertise fleet management capabilities, 
including automated routing, demand prediction, and real-time information 
sharing. For example, Oahu’s TheBus uses a private real-time vehicle monitoring 
platform that enables the agency to manage headway between buses. The 
system uses real-time traffic and vehicle location data to determine whether an 
operator is too close to the vehicle ahead or if it is moving too slowly, adjusting 
the operator’s layover countdown timer accordingly (38).

Operator/Assignment Ratio Optimization – Transit agencies must schedule 
“extraboard” operators who can fill in for their absent colleagues to maintain 
service levels when operators experience unexpected absences (e.g., for sick 
leave). Managing extraboard staffing entails a balance between covering 
scheduled service and minimizing cost (i.e., avoiding overstaffing), all within 
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prevailing legal and contractual constraints, including collective bargaining 
arrangements (39). One agency indicated that it is working with a vendor to 
explore the use of machine learning to predict absence rates, using historical 
data to optimize its operator/assignment ratios and extraboard staffing; this 
example mirrors others cited in available literature (6, 40).

Customer Service/Interaction – Several agencies provided examples of how 
they are using emerging data science tools to communicate with customers. 
One agency indicated that it is beginning to use natural language processing 
techniques to better understand customer sentiment in freeform text from 
surveys, customer service messages, and social media. Another mentioned 
partnering with a technology vendor to develop a real-time communications 
platform that not only allows for interactions with customers but also data 
collection that should help reveal patterns in customer inquiries and complaints 
(e.g., routes and locations on routes that commonly correspond to complaints). 
Although in its early stages, Amtrak has applied NLP methods to help customers 
book travel through the phone (41).

Safety and Security – The literature contains several examples of emerging 
security technologies applied in airports that make use of sensors similar to 
those used by some transit agencies and may be transferrable (42). Machine 
learning and computer vision technologies are also being applied in trucking 
and heavy rail operations to help monitor for driver fatigue and distraction (43). 
Although the emerging technologies being applied today focus on ensuring 
passenger and personnel safety, it is important to note the privacy implications 
of this technology. 

Planning, Scheduling, and Performance Management Tools
Service planning and scheduling are inherently data-driven processes, and 
many examples of emerging data science practices focused on this area. Several 
agencies mentioned the use of LBS data to augment traditional data sources 
and reveal nuances in travel demand patterns. Agencies suggested that these 
data resources and accompanying tools that some vendors (e.g., Streetlight) 
provide have proven particularly useful during the COVID-19 pandemic. For 
example, one agency indicated that this new data source helped to reveal travel 
demand outside of typical commuting peaks, which became more prominent 
and critical as many office workers shifted to remote work. Other agencies 
commented on their use of LBS data to identify mode-specific travel volumes 
along certain corridors, pointing to the use of machine learning by the vendor 
to predict the travel mode of each data source based on trip characteristics 
(e.g., travel speed and speed profile, origin and destination) (44). LBS data has 
the potential to give transit agencies insight into travel demand in areas not 
currently served by the agency’s fixed-route service.
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In addition to using planning and scheduling data and tools, one agency 
integrated data sources to determine on-time performance. This agency 
commented that, in many respects, their most “advanced” work in data was not 
to develop and deploy novel and emerging analysis methodologies (for which 
they had ample in-house staff and expertise), but to integrate and combine 
datasets that were developed at different times, with different vendors, and 
for different purposes. For example, staff described the extensive integration 
work required to accurately measure on-time performance and the impact of 
dropped trips, citing challenges rooted in hardware reliability and compatibility, 
software flexibility, and data processing. The agency ultimately developed 
a solution that combined new hardware, advanced data processing, and an 
option for manual review to improve the completeness and accuracy of its 
on-time performance data. 

Summary of Observations and Issues 
Transit agency representatives interviewed offered observations on a range 
of topics, including the types of applications and other data science work 
emerging in their agency, the motivations behind investments in these 
new capabilities, the factors that have influenced success, and challenges 
in developing and deploying new data resources. This section summarizes 
common themes. 

Overall
The transit sector appears to be transitioning from a push to collect high-
volume and high-velocity data to managing, integrating, and ultimately 
conducting advanced analyses on it. Many agencies described their work in 
recent years to collect vehicle location, passenger count, and fare collection 
data as a precursor to advanced data science work. Several discussed how 
these data sources were originally established to support reporting and were 
separate from one another and other data resources. Some agencies described 
their efforts to integrate disparate data into more comprehensive and complex 
datasets. Several agency representatives commented that, due to a variety 
of factors—including patchworks of vendor software and hardware, often 
implemented during different time periods without consideration for how they 
might later be integrated with one another—data integration was a far more 
complex task than leveraging any new or emerging analysis approaches (e.g., 
machine learning or deep learning). Many also cited the importance of data 
hygiene (i.e., the process of ensuring that data is free from errors and missing 
information) in enabling data integration and more sophisticated analysis 
approaches.  

Definitions of what constitutes advanced or emerging data science vary, 
but with common themes. As noted, emerging data science is not necessarily 
a formally defined term or concept. Each interview began with a discussion on 



FEDERAL TRANSIT ADMINISTRATION  19

SECTION  | 3 

how agency representatives characterized emerging data science and how they 
distinguished between “emerging” data science and data science methods and 
applications that are more routine or commonplace. Perspectives varied widely 
but centered around several common themes, outlined in Table 3-1. 

Table 3-1 Observations from Interviewees on Defining Advanced and Emerging Data Science in Transit

Theme Relevant Observations and Definitions from Interviews

Data 
Integration

•	 Combining disparate data sources to yield novel insights.
•	 Business tools that integrate data and information.
•	 Data science is advanced when data are combined across a large number of enterprise

systems or when data cover longer timeframes. 
•	 Collecting and organizing data in a way that may not have been possible due to prior

storage or database technology constraints. Using data to generate better statistics for
evaluation. Gathering different data streams is possible using machine learning and can
allow transit agencies to make improvements to services and operations.

•	 Good data hygiene is an absolute prerequisite of advanced data science and analytics.

Focus on 
Usability

•	 Turning data into information that is usable to an end consumer.
•	 Advanced data science is when people go through the effort of making data usable in

simpler ways.
•	What can make data science advanced is not the technical methods used but what occurs

around the data science. For example, advanced prediction algorithms are not valuable if
they present information in ways that are not useful to the users. Usability and presenting 
data in effective and deliberate ways is critical for advanced data science.

Problem-Driven, 
In-Depth Analysis

•	 Being confronted with a data source (a database or stream of information) and being able
to look at the data in its rawest form to manage, combine, reshape, clean, and visualize
this data before analyzing it.

•	 Applying the scientific method to data to solve a problem. Looking at the data without a
specific problem to solve is just data exploration.

•	 Data science ranges from statistical analysis to machine learning and provides actionable
information to reach agency goals. Simple summary statistics can provide a lot of
benefits, but once you get beyond this and look deeper into the data then this what we
would consider advanced.

Academic examples of how machine learning may benefit transit planning 
and operations are plentiful, but instances of in-use applications are more 
limited. The academic literature includes many theoretical examples of how 
data available from transit agencies could support increasingly sophisticated 
analysis. Example application areas include (but are not limited to) the 
following:

• Optimizing vehicle and operator assignments – For example, using
reinforcement learning approaches to optimize the assignment of vehicles
to routes around performance, service quality, and cost (45).
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• Predicting passenger flows and behaviors – For example, using deep
learning and convolutional neural networks to improve origin-destination
and boarding-alighting predictions for both bus and train lines (46, 47, 48).

• Predicting and mitigating the impacts from unplanned service disruptions –
For example, demonstrating how natural language processing techniques
can be used to automatically extract information on delays, impacts,
mitigation strategies, underlying incident causes, and insights related to
potential actions and causes, all from unstructured text in written reports
(49).

• Predicting travel times – For example, using AVL and APC data to train
artificial neural networks to predict bus travel times in Washington, DC
(50).

Although many of these academic examples may influence and inform what is 
adopted, examples of practical, on-the-ground applications are more limited. 
Some universities, however, operate transit-focused labs that partner with 
transit agencies to develop and test novel analytical approaches. Examples 
cited by interviewees include labs at MIT, The Ohio State University, the 
University of Minnesota, and the University of Washington. In addition to their 
value in conducting research, interviewees from several agencies indicated that 
university research partnerships were valuable in helping to develop a hiring 
pipeline.

Data Sourcing, Collection, and Management 
Agencies described common sources of data informing their emerging 
data science work, including traditional sources such as surveys, newer 
in-house sources such as APCs, and novel third-party sources such as 
location-based services. Many agencies mentioned that new data sources 
are key to developing advanced insights into rider needs and behaviors. As 
noted above, interviewees commonly cited APC, AVL, and AFC data as critical 
in current advanced analysis work or expected to play a more critical role once 
fully operational and/or integrated with other datasets. Agencies also discussed 
new third-party and vendor data sources, including LBS data (i.e., data collected 
through smartphones and other devices equipped with cellular connectivity 
and global positioning system [GPS] receivers), advanced sensors, video data, 
and onboard vehicle diagnostic data. Several agencies emphasized that novel 
data sources are not inherently useful without being aligned with an agency’s 
priorities and resources.

Agencies described three general categories of data informing their emerging 
data science work:

• Legacy/Traditional Transit Data Sources – traditional passenger counts,
ridership surveys
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• Emerging/Recently Emerged Internal Data Sources – AVL, APC, AFC
• Novel Third-Party Data Sources – LBS, sensor/camera data, private sector

mobility data (e.g., HERE, INRIX, Uber Mobility, Google)

Data hygiene is a precursor to exploring more advanced analysis 
capabilities. Interviewees stressed the importance of quality data and data 
cleaning, citing the amount of time it can take to clean the data as a major 
impediment but also a critical prerequisite to using emerging data science. One 
agency representative commented that “in all cases, most of the work is on the 
data preparation stage; this isn’t to downplay new technologies or methods, but 
we do spend most of our time at the beginning.” 

Interviews reinforced the importance of data quality and organization in an 
agency’s readiness to apply newer analysis approaches. Other explorations 
of data practices among transit agencies have highlighted similar issues, 
suggesting that although agencies are fairly consistent in collecting APC, 
AVL, and AFC data, data quality lags due to a “broad spectrum of hardware, 
software, and internal business practices” (51). Another study observed that 
transit agencies have not adopted data governance approaches very widely, 
and among the few agencies that have, all began quite recently and for the same 
reasons: to improve data quality and ensure consistency of data and analysis 
results (8).

Several agencies stressed the importance of keeping data open source 
to encourage information exchange and develop emerging practices. 
Publicly-available data also make it easier for agencies to partner with research 
institutions and transit labs. Some agencies indicated that academic data 
sharing arrangements yield useful research results and help to develop a more 
robust pipeline of potential staff hires with both data and transit experience.

A recent report published by the National Academies of Sciences, Engineering, 
and Medicine through the Transit Cooperative Research Program (TCRP) 
provides more detailed information and guidance on data sharing for public 
transit agencies (7).

Agencies described two general models for approaching new “advanced” 
analysis opportunities. Agencies developed new data science applications and 
resources in one of two ways: 

• Exploratory studies of existing data sources – Many agencies fused and
analyzed AVL, APC, and AFC data to pursue new insights. Interviewees
described the “advanced/emerging” aspect of this work as preparation and
integration required to conduct analysis across multiple datasets. These
examples seemed to be more opportunity-driven—i.e., agencies seeking to
extract latent value from datasets already available to them.



FEDERAL TRANSIT ADMINISTRATION  22

SECTION  | 3 

• Problem-driven, standalone data collection and analysis efforts – Several
agencies described specific projects involving dedicated/focused data
collection combined with advanced analysis. Many of the explicit examples
of the application of AI/ML techniques fell into this category, including
involving computer vision and predictive analysis for bus maintenance.
These examples seemed more problem-driven—i.e., agencies defined
a problem and identified an advanced analysis method (sometimes
combined with the collection of new data) as a potential solution.

Both models are valuable, and some interviewees described using both 
approaches. Exploratory studies tended to involve (or even require) in-house 
staff with relevant expertise in both data and transit; these staff need to 
understand the details of the data available and identify opportunities for 
available data to address an organizational or operational need. Problem-
driven studies tended to use vendors or consultants who deployed targeted 
capabilities to address a priority need, although staff expertise was no less 
important in these instances (see “Feasibility Analysis” for further discussion on 
the importance of staff capacity). 

Integration of existing systems can present challenges and limitations. 
Several agencies described challenges of integrating existing datasets and/or 
leveraging new analysis methodologies (e.g., machine learning) on existing data. 
In some cases, agencies described experiences with vendors or consultants who 
approached them enthusiastically about new analysis, only to be disappointed 
once the agencies saw the results produced on the actual data. Agencies 
generally cited the state of their existing data (and not vendor or consultant 
capabilities) as the impediment. They also emphasized the importance of 
vendors and consultants being familiar with the state of their data and the 
transit domain. Vendors’ lack of expertise in the transit domain was sometimes 
mentioned as an impediment.

Analysis Tools, Methodologies, and Use Cases 
Agencies can use machine learning to address targeted needs, but 
advanced data science methodologies are not a panacea. Interviews and the 
literature review revealed a limited number of deployed examples of advanced 
analysis tools rooted in machine learning. The examples identified reinforced 
the notion that the current state of practical machine learning applications 
remains limited to specific, targeted, and narrowly defined problems. Examples 
of machine learning being used by transit agencies appeared to follow two 
general patterns:

• Limited in-house use of machine learning for application development and
experimental/exploratory analysis – This included the use of machine
learning to predict bus arrival times, perform customer segmentation and
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ridership predictions, and conduct sentiment analysis on free response 
survey data.

• AI and machine learning embedded in vendor systems – Several transit
agencies described their use of vendor systems that leveraged machine
learning as part of pilots and, in some cases, fully operational applications,
including predictive maintenance applications, computer vision-based
passenger counting systems, mobility data platforms, and business
intelligence platforms.

Approaches that are “advanced” due to the nature of data being used are 
valuable. When asked to describe what constituted “advanced” data science to 
them and to offer project or application examples, several agencies focused on 
new ways of integrating data, combined with more common analysis methods, 
as the advanced aspect of their work. Although emerging and novel analysis 
methods such as machine learning and deep learning may be percolating 
in other sectors and in the transit-focused academic literature, agency 
representatives approached the terms “emerging” and “advanced” as relative 
and industry-specific. 

Institutional Issues and Factors 
Transit-specific domain knowledge and technical expertise in data are 
important. Many of the agencies interviewed emphasized the importance of 
staff with specific expertise and experience. Agencies regularly tied success to 
individuals or teams with knowledge of both data/analysis tools and the agency/
transit sector. Agencies also seemed to weight technical and domain knowledge 
equally. It is critical for the data scientist to understand transit data, which can 
be complex and non-intuitive to new users. Agency representatives suggested 
that the most successful projects heavily engaged transit staff with knowledge 
of the transit data. Agencies also suggested that familiarity with the transit 
sector seemed as important as experience and expertise in data science, an 
observation that applied to in-house staff as well as vendors and consultants.

Agencies also cited challenges in recruiting and retaining staff with data 
expertise and skillsets that are valued across a range of industries. Previous 
studies also cited resource and institutional constraints, suggesting that 
frustrating conditions for accessing and sharing data across organizational units 
can impact retention (51).

Interviewees highlighted several successful approaches for recruiting and 
retaining skilled data scientists Several indicated that university partnerships 
offered a pipeline for hiring early career staff; when these partnerships include 
hands-on research projects, recent graduates bring existing agency knowledge 
in addition to data expertise. One agency also described success in recruiting 
data scientists from scientific fields (e.g., biology, physics, and ecology) in 
which data science is a tool but not the core focus. Agency representatives also 
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pointed to the nature of the work offered as a factor in retention, suggesting 
that offering the ability to conduct self-directed, exploratory data work – in 
addition to need-driven projects – was appealing. 

Locating data science work within the organizational structure is 
important. Although the teams interviewed resided in different areas of 
their respective organizations, they shared generally consistent insights into 
organizational factors behind their success and/or challenges:

• Various organizational locations – The larger data-oriented teams
interviewed resided in different locations, including in information
technology (IT), planning, and technology/innovation departments. Within
several of the agencies interviewed, data-focused staff and teams reported
to agency leadership, for example its chief of staff, alongside teams focused
on other cross-cutting priority functions (e.g., equity and civil rights).
Agency representatives suggested that this prominence was particularly
important for small teams (or even individuals) tasked with data innovation
within smaller agencies.

• Dedicated responsibility for data – Agencies indicated that it was important
that responsibility for data not fall solely to an operational unit primarily
charged with service delivery. Although the agency representatives
interviewed emphasized the importance of operational teams as partners
in data collection, interpretation, analysis, and end use, they also stressed
that the service delivery would (necessarily) always take priority over data
work if housed in the same organizational unit.

• Agency-wide reach and value – Agency representatives interviewed
emphasized the importance of data as a cross-departmental resource and
suggested that the organizational location of these teams should reflect
that characteristic, regardless of the precise positioning within an agency.
Moreover, some individuals remarked that titles and reporting structure
could help to emphasize the importance of data, both internally and
externally.

Different models should be used for accessing advanced capabilities. 
Agency representatives described their experience in training, hiring, and 
retaining in-house staff to conduct advanced data work and in obtaining 
services and expertise from vendors and consultants. Both models present 
potential challenges and risks.

Agencies that leverage in-house staff appreciated the control they had over 
data, projects, outputs, and outcomes. Some agency representatives suggested 
that it was difficult to imagine contracting out work that required deep 
understanding of their agency, including the state of its data and data systems, 
its organizational culture, and its needs. One agency representative stressed the 
value that even a single data scientist with a broad skill base (ranging from data 
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collection and management to visualization and user-interface design) could 
offer. 

Hiring dedicated in-house staff, however, may not be an option for all agencies 
and, even for those that can, hiring and retaining employees with highly valued 
skillsets is challenging. Procuring services or products from consultants and 
vendors offers agencies an alternative that avoids some of the drawbacks 
associated with hiring staff in-house. However, agency staff also described 
some risks of relying on vendors and consultants, including vendor-lock in 
and more limited control over project outcomes or data formats. Individuals 
interviewed emphasized that vetting of vendors and vendor capabilities and 
experiences with transit data and experience with applications related to transit 
is critical. Agencies also suggested that “data readiness” was important for 
successful vendor-led projects, or at least for the vendor to have an awareness 
of the relevant data and its condition. Some agencies described experiences in 
which a vendor had difficulty delivering on promised results due to the state of 
the agency’s data. 

Several agencies also described accessing expertise and new capabilities 
through university research partnerships. These partnerships not only offered 
transit agencies access to academic researchers, but also helped to educate 
students on the practical realities of transit and establish a pipeline for 
recruiting students who had developed both transit and data expertise. 

Use varying mechanisms for learning about new capabilities. Interviewees 
described several avenues for learning about new and emerging data science 
tools and capabilities:

• FTA/TCRP research – Many agencies look to FTA and TCRP for guidance and
information on common and emerging data practices.

• TRB and APTA publications, and participation in meetings, committees
– Many interviewees recommended participation in the TRB Standing
Committee on Transit Data (AP090) and found its activities valuable for
both learning about new capabilities and connecting with peers in other
agencies (52).

• Hiring of interns – Several agency representatives traced new and emerging
data capabilities to interns hired from relevant transit- and/or data-focused
programs. In some cases, interns developed proof-of-concept tools that
were later developed into production systems. In others, agencies hired
interns as full-time staff upon the completion of their degree; with a
unique combination of academic-based data expertise and transit agency
experience, former interns represented compelling job candidates.

• Informal peer groups – Several agency representatives indicated that they
maintain informal networks of their peers in similar agencies, using these
groups to not only learn about new capabilities, but also troubleshoot
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issues with existing systems or tools under development. Some individuals 
even described conducting informal residencies or exchanges with peer 
agencies to learn more about how they configure and deploy new tools.

• Vendor-initiated engagement – Smaller agencies, in particular, noted
that they learn about new capabilities through vendor presentations.
Some participated as beta testers for startups or established companies
developing new tools, gaining access to the company’s tools and
capabilities for free in exchange for feedback. While these agencies did not
continue as paid users of all services, tools, or vendors, they indicated that
it offered a useful trial period and they ultimately decided to adopt some
tools trialed in this manner.

• Self-directed learning – Some agency staff acknowledged the value of both
curiosity and extensive online resources in key areas. While not an avenue
that addresses all needs, particularly related to specialized transit-specific
tools, extensive online user communities exist for common tools like R and
SQL.
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Feasibility Analysis
This section provides recommendations and other information for transit 
agencies to consider on their journey towards implementing advanced data 
science methods and tools.

Opportunities
Explore opportunities to unlock latent value in datasets that are already 
available. Transit systems and agencies produce extensive data, even in the 
absence of some of the newer systems mentioned earlier in this report (e.g., 
APCs and AVL). Integrating and exploring available datasets may offer as much 
as or more value than new data collection efforts or novel analysis approaches. 
Several agency staff indicated that working across their organization to identify 
opportunities for existing datasets to address needs was a significant part—and, 
in some cases, a majority—of their role. Moreover, one agency representative 
noted that this self-directed, opportunistic, and exploratory work was a 
significant factor in retaining staff with data science expertise.

Consider using new analysis methods to address narrowly defined 
problems. Emerging data sources and analysis methods offer potential benefits 
and can complement or augment existing data. However, it is important to 
explore new capabilities and applications in a problem-driven or use-case-
driven manner rather than a solution-driven approach. For example, many of 
the use cases described above involving the use of machine learning addressed 
a specific problem or need—improving the predictability of bus arrivals, 
reducing the schedule impacts and costs associated with unexpected bus 
breakdowns, and measuring crowding on buses and trains or in stations.  

Increasing commonality of APC, AFC, and AVL data pose an opportunity; 
standards can help advance analysis opportunities. The increasing 
prevalence of data from APC, AFC, and AVL systems present an opportunity 
to measure, analyze, and understand transit usage patterns more 
comprehensively and precisely, particularly when integrated with one another 
and other data sources. A current TCRP project will identify opportunities to 
make these data easier for transit agencies to access and manage, building 
on the success of the GTFS for standardized schedule data (53). This work, 
combined with the increasing availability of these data sources, should create 
an environment conducive to the development and availability of open source 
and adaptable analysis tools. Transit agencies should consider looking for and 
using common data formats including formal and informal standards. Common 
data formats and standards can improve the re-usability of data analysis tools 
and programs and improve knowledge transfer between agencies.
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Risks
Data integration and unused datasets. Data should be collected with a 
strategic view toward use and integration. Collecting data opportunistically may 
result in disparate data sources that are challenging to integrate later. Several 
agencies described past experiences in deploying data collection systems/
hardware at different points in time and the ensuing challenges of trying to 
integrate them subsequently. In one case, an agency described installing 
redundant hardware to compensate for data integration challenges. 

In approaching data pilots and use cases, agencies should consider focusing on 
applications that address a clear and evident business need, address leadership 
or organization pain points, or help the agency meet its goals (5).

Vendor lock-in. Vendors can serve as a critical resource, particularly for smaller 
agencies, but transparency into analysis approaches, ownership of data and 
results, and misalignment between expectations and actual capabilities can 
present risks. Interoperability requirements can help to mitigate this risk and 
can simultaneously avoid risks associated with large systems being out of 
date upon deployment (51). As discussed below, targeted and strategic use of 
vendors accompanied by realistic expectations can further mitigate risk. 

Unanticipated or malicious uses. Agencies should consider risks associated 
with intentional malicious use and unintentional misuse of new data resources 
and tools. Potential issues include (but are not limited to) the following:

• Bias and fairness – The expanding use of data presents opportunities for
biases to be reinforced if not recognized. Novel data sources and collection
methods could over- or under-represent certain groups, while new analysis
approaches could make bias more difficult to observe. For example,
because machine learning typically relies on historic data, in some cases
annotated by humans, and involves probabilistic approaches that are
difficult to audit, its application raises potential bias and fairness concerns.
That is, if an algorithm is trained on a dataset that contains biases or
represents biased conditions, then the resulting algorithm and its use to
inform decisions may perpetuate or amplify these biases.

• Privacy – Emerging data science tools, practices, and resources present
potential privacy concerns, particularly if they involve the collection or
use of sensitive data such as images or locations. Even datasets that have
been anonymized due to the sensitive information they contain can be
deanonymized and, while data providers may institute consent and use
agreements to help protect privacy, datasets may pass through multiple
users or custodians with or without these protections intact (54).

• Unanticipated uses – Transit agencies should consider how tools used
for prediction could be repurposed in unexpected and unplanned ways
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leading to unintended consequences from the data science work. For 
example, data used to predict employee performance metrics may help an 
organization to optimize a team but could raise significant concerns if used 
to influence hiring and human resources decisions.

Challenges and Limitations
Availability, quality, and interoperability of existing data sources. As 
noted elsewhere in this report, data quality and interoperability present more 
significant challenges than data availability or the sophistication of analysis 
approaches. Even more basic, some newer data collection systems pose 
reliability challenges and may not fully or seamlessly integrate with existing 
systems. Agencies should consider how new data sources might integrate with 
existing datasets, which can unlock value, even in the absence of emerging 
analysis approaches (e.g., those involving machine learning).

Available in-house expertise. Nearly all the agencies interviewed for 
this project cited the importance of in-house expertise for their success in 
developing and applying emerging data science approaches, methods, and 
tools. Some of these agencies had sufficient budget and leadership support to 
build internal data science teams, but smaller agencies that relied more upon 
vendors and consultants highlighted the importance of having one or two 
individuals on staff with data knowledge and experience to guide and oversee 
projects. 

End-user adoption. Agencies should consider from the start the needs and 
potential concerns of end users, particularly if they fall outside of core data 
teams or staff. While not all the projects and data work described by agency 
representatives had end users beyond the teams responsible for data, many 
were intended for operational business units and frontline personnel who 
expressed skepticism or reluctance to adopt new tools into their work. Several 
agencies indicated the importance of working upfront with end users to 
understand their needs and concerns. They also described how showcasing 
initial capabilities has helped to convince skeptical users of the value of new 
tools. 

Resource Needs and Adoption Considerations 
Consider data hygiene as a precursor to exploring more advanced 
analysis capabilities and approach new data collections intentionally and 
strategically. Data quality and organization are critical to success, even in 
developing and deploying narrowly focused applications. Improving the quality 
and interoperability of existing datasets is an example of advanced data science 
in transit that can represent a valuable initial step toward pursuing advanced 
capabilities. In addition, considering how new datasets will be managed, 
maintained, and integrated with other data sources is critical as agencies look 
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to expand their data science footprint. Simply collecting and storing data is not 
enough to make data useful. 

Guidebook for Managing Data from Emerging Technologies for Transportation 
provides more detailed guidance for agencies looking to expand their use of 
emerging data sources (5).

Domain and technical expertise are both critical. Not all transit agencies 
will have the resources to hire dedicated teams of data scientists, and even for 
those that do, recruitment and retention can be a challenge. However, a single 
staff person with relevant experience and domain expertise can be critical to 
successfully guiding and overseeing projects. Several agencies suggested that 
a single person who can oversee the full data lifecycle—and ideally establish 
a plan or architecture around the entire data pipeline—can be sufficient. 
They emphasized that, particularly for agencies with limited capacity, a 
generalist who has an understanding of the full data pipeline—from collection 
and ingestion, preparation, warehousing, computation, and presentation/
visualization—can be hugely valuable.

Moreover, among more expansive data teams, expertise in both data and transit 
as an application domain are, at least in the aggregate, equally important. 
Agency representatives interviewed for this project seemed split on which to 
focus on as a starting point in hiring. Some believed that individuals with deep 
and broad data expertise could offer the most value and would ultimately learn 
how to apply that knowledge in the context of a transit agency. Others believed 
that although some baseline data knowledge was important, transit agencies 
can present a unique environment in which to apply data science and saw 
limited potential to translate experience from other fields or industries. Instead, 
they observed great value in individuals who already had familiarity with data in 
the context of transit and/or the dynamics of a specific agency, even if they had 
to rely more on consultants, peers in other agencies, or on-the-job learning to 
develop more general data science knowledge and expertise. 

Use vendors strategically, with realistic expectations. Vendors and 
consultants can offer great value, particularly in applying emerging practices 
and for agencies with fewer in-house resources. For transit agencies and 
vendors/consultants alike, approaching new data-focused projects with realistic 
expectations is critical for success. Agencies described disappointing results 
when approached by vendors that could offer sophisticated analysis capabilities 
but had little familiarity with the agency’s data resources and the quality of 
those data resources. Agencies described more positive experiences working 
with vendors on targeted, narrowly-focused, and strategically-deployed 
capabilities. This could include systems where vendors collect necessary data 
directly and/or tap into standardized data interfaces rather than proprietary 
agency data repositories (e.g., bus predictive maintenance tools that leverage 
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telematics data available through a standard Controller Area Network (CAN) bus 
connection) or deployments of an emerging data science tool to validate, rather 
than replace, legacy data collection methods (e.g., using computer vision tools 
to validate passenger counts). 

Leverage informal peer networks. Interviews reinforced the uniqueness 
of specific transit agencies but also commonalities in their collection, 
management, use, and sharing of data, the challenges they face in these 
areas, and the fundamental needs and goals that drive their use of data. 
In light of these commonalities, agency representatives interviewed relied 
heavily on informal networks of their counterparts in peer agencies to learn 
about new approaches and troubleshoot issues. Agency staff connected with 
these networks through professional organizations (e.g., TRB, APTA), research 
publications, and the use of common vendors. 
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Acronyms and Abbreviations 
AFC Automated Fare Collection

AI Artificial Intelligence

AIM Accelerating Innovative Mobility

APC Automated Passenger Counter

APTA American Public Transportation Association

AVL Automatic Vehicle Location

BI Business Intelligence

CAN Controller Area Network

FRA Federal Railroad Administration

FTA Federal Transit Administration

GPS Global Positioning System

GTFS General Transit Feed Specification

IMI Integrated Mobility Integration

IT Information Technology

ITS Intelligent Transportation Systems

LBS Location-Based Services

ML Machine Learning

MOD Mobility on Demand

NLP Natural Language Processing

RFID Radio-Frequency Identification

TCRP Transit Cooperative Research Program

TRB Transportation Research Board

TRID Transport Research International Documentation

USDOT United States Department of Transportation
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